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Q.1) Sketch the block diagram of a digital communication system. (1)
— '—\
Q.2) Defined the messages from the point of view of information theory. (D
g———\———\

Q.3) A discrete information sourcé creates 4 symbols x1 ,x2 ,x3 and x4 , with probabilities
of  occurrence:

p(x1 )=0.5
p(x2 )=0.26
p(xs )=0.2
p(x+ )=0.03

(a)What is the information content I(x:)of (ii%x symbol of the information source? (1)
— "~

Sr2 9
(b)Determine the entropy H(X) of the information source. ()
(c) Find number of binary dec1s1og(@ (1)
(d) What is the redundanc@ of the information source? (1
() Find a binary Shannon code.__ (1)
(D Compute the average codeword length. [ _ (. O
(8) Sketch the binary tree of Shannon codgy,oﬂ (1)
(h) Determine the redundancy of Shannon code. ¢}

(ke

Notes
s
- ¢ €15
271=05,2"%=025,2"3 =0.125,2 "% =0.0625, 2 ~° =0.03125 P 1 = o.el

Xi  p(xi) Ixi) Lx:) P:/ code

Good Luck
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Q1/ [4 marks]
z V@ Draw the Block diagram of Digital Communications.
oL (11) Define the Information content I(x).
« (iii)  What are the properties of the Information Content? = e r)_’s
« (iv)  Define the number of binary decisions H@ A By i

Q2/ [6 marks] oloololle WV 0w

Four binary symbols :(x,=0] Y}QZIOZ (x;=110} andfxs=111 Z K
reg?()( (1) Decode the sequence of bits (01001011011110 | o
vith o< f (ii) Is the code % uniquely and instantaneously decodable? And wh%? S Ly § Mo

./‘,L ’ e Pror (iii)  Represent the sequence of bits with a binary tre 20 (5
wikh [ S oAl o
Q3/[2 marks] ‘
\ A discrete information source creates 2 symbols x;, and x, with probabilities of ~7

occurrence: p(x;)=0.3, p(xz) =0.7. Using Shannon coding
(1) Find the average code word length ( L ). _ L

Q4/ [5 marks] - [
(i) Write down three properties of linear block codes? — bt

(iiy-  What is the code rate for gncodgd transmission? = \ e 2’ -

(iii). s the parity check code systematic code7) g o=
£ (iv)-  How many errors ¢an be corrected by singld Parity check code? @

(v) . Single parity check code with information bits k=2. Find all possible code words.

/\/g "Lk
Q5/ [8 marks]
,\,\ Hamming Code with generator matrix G

1000111 K
R =

_|orootio

10010101

0001011

(i) Find the length of the cod words @and the length of information code wordsi@
(ii) Are the code words systematic or non systematic? -
iii)  Find the parity check codes for all possible code words.
(iv)  Find minimum distance . —

Good luck
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Q.1/[6 marks]
a) Draw the block diagram of a digital communication system.

b) What are tasks of channel coding?
¢) From point of view of information theory, what is the task of source coding?

Q.2/[6 marks]
a) Prove or disprove that the following codes are Huffman codes:

() {1, 01, 00}
(ii) {00, 01, 10, 110}
(iif) {01, 10}

Q3/ [6 marks]
a) Define the Noisy channel. —2 o /}

b) Define the Noiseless channel. —> &, P
¢) Draw the block diagram of information flow for Noisy (useless) channel.
e

)
Q.4/[14 marks] A binary linear block code has the following pqrity check matrix :
A
£0 Q & Ca Co & f
I 0 o 111
RN “11 oo 1 -
D D 9 . V\ —
0 11
\ k. = A

a) Find the generator matrix G, —2
b) Find the code rate Re.
Find the minimum Hamming distance of the code dmin
Find the parity check matrix H.
i et st —— : ¥
Write down the parity check equations, Lo Sty b0 d‘/ﬁ,\? p
Write down the syndrome table for the assignment of errdr positions.

Find the psition of error by apply syndrome decoding to the received vectory =(110
o

1001) ¢ o~ A .
\ I HT 6}: L f
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Q.5/[8 marks] A binary linear cyclic code C(n, &) has code length » =7 and generator

polynomial:  g(x)=1+ X+ x> +x

a) The generator m‘at?ix G b k = Z
b) The code rate Re. Q? C - &
- f

¢) Hamming distance dpin. =4

d) If all the information symbols are ‘1’s, what is the corresponding code vector?
/)Q\ w1 pot, (NS JAS o U Vs CN= |\ oo Lo\

Q.6/[10 marks] Given is a convolutional code with the following encoding circuit

U— Uy -1

3 7

kY e !”

\ / /
® ®

a1 | G — 4

7 1|

a) Find the parameter set (n,k m) and the code rate R c _of the code.

— b) Determine the state table which shows input, actual, output and next states.
-—-r.-—-_"""_”' .
__ ¢) Sketch the state diagram. 7
d) Sketch the Trellis diagram till the length of 5.
e) Isthe code systematic or non-systematic?

——,

Good Luck
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